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Microheterogeneity in the Kinetics and Sex-Specific Response to
Type I IFN

Shani T. Gal-Oz,* Alev Baysoy,† Brinda Vijaykumar,† Sara Mostafavi,‡ Christophe Benoist,†

Tal Shay,* and the Immunological Genome Project1

The response to type I IFNs involves the rapid induction of prototypical IFN signature genes (ISGs). It is not known whether the
tightly controlled ISG expression observed at the cell population level correctly represents the coherent responses of individual
cells or whether it masks some heterogeneity in gene modules and/or responding cells. We performed a time-resolved single-cell
analysis of the first 3 h after in vivo IFN stimulation in macrophages and CD4+ T and B lymphocytes from mice. All ISGs were
generally induced in concert, with no clear cluster of faster- or slower-responding ISGs. Response kinetics differed between cell types:
mostly homogeneous for macrophages, but with far more kinetic diversity among B and T lymphocytes, which included a distinct
subset of nonresponsive cells. Velocity analysis confirmed the differences between macrophages in which the response progressed
throughout the full 3 h, versus B and T lymphocytes in which it was rapidly curtailed by negative feedback and revealed differences
in transcription rates between the lineages. In all cell types, female cells responded faster than their male counterparts. The ISG
response thus seems to proceed as a homogeneous gene block, but with kinetics that vary between immune cell types and with sex
differences that might underlie differential outcomes of viral infections. The Journal of Immunology, 2024, 213: 96�104.

Type I IFNs are primordial elements of immunologic defenses
and key mediators in a variety of immunological processes.
The main players in the type I IFN family are IFN-a and

IFN-b (designated IFN-a/b), which can be produced by almost all
of the cells in the body and are therefore involved in a wide range
of processes (1). Although the main focus of IFN activity is antiviral
protection downstream of innate receptors, its influence extends to
adaptive responses and autoimmune pathways (1�4). In many cell
types, engagement of IFN-a/b surface receptors by IFN-a/b indu-
ces the expression of several hundred IFN signature genes (ISGs)
(1, 4�7) in a largely coordinated manner (8). Underlying this ISG
induction is a complex regulatory network that associates feed-
forward components (e.g., induction of Stat1 and Stat2 transducers)
with negative feedback (USP18 or SOCS induction) (4, 7, 9). IFN
signaling can be regulated through a variety of target proteins,
for example, USP18 (encodes for the IFN-inducible cysteine pro-
tease Ubp43) targets IFNAR2, the suppressor of cytokine signal-
ing (Socs1) targets TYK2, and IFN regulatory factor (IRF) Irf2
targets other IRFs (10). Whereas the heterogeneity in IFN pro-
duction between single cells has been studied widely (11, 12), the
heterogeneity in the response to IFN has mostly been shown at
the cell population level. For example, ISG expression levels dif-
fer between cells of different types or cells of the same type from
healthy people compared with people with rheumatoid arthritis or
systemic lupus erythematosus (SLE) (13). The dependence of ISG
score on cell type and response time has been shown in single

hematopoietic stem and progenitor cells (14), which are inherently
very heterogeneous, and their stimulation by IFN affects differenti-
ation. However, despite intensive studies charting this network and
investigating the response to IFN and the transcriptional profile of
ISGs in different cell populations, in both health and disease, it is
not known whether the response to IFN is homogeneous in single
cells of the same type, in terms of the rate and direction in tran-
scriptional space. Such knowledge would provide a better under-
standing of the regulation and coordination of the changes that
occur within tissues and within individuals after exposure to IFN
and could potentially reveal a subcellular population taking part in
the response to IFN and possibly acting differently in males and
females and affecting sexual dimorphism.
Alongside the heterogeneity of the cell response within an individ-

ual, additional factors can contribute to different responses between
individuals. One of the factors currently thought to influence the IFN
response is sexual dimorphism. In the immune system, sexual dimor-
phism may be manifested by a higher risk for autoimmunity but a
better response to pathogens in females (15). For example, 9 of 10
patients with the autoimmune disease SLE are females (16). In many
infectious diseases, including COVID-19, males tend to suffer severe
or fatal disease more frequently (17), but greater severity of some
other viral diseases has been reported in females (18). In addition to
the differences in the frequency and severity of diseases, sex-specific
differences in disease manifestations, comorbidities, and drug
metabolism have also been reported (19). The metabolic pathways
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underlying these differences are yet to be identified, but it has been
suggested that IFN response pathways contribute both to the superior
response of females to pathogens and to their higher risk of autoim-
munity (18). Examples of the enhanced activity of IFN pathways in
females (humans and mice) include higher expression of ISGs in the
T cells of patients with HIV (20), in the neutrophils of healthy
humans (21), and in the monocytes of patients with chronic low-
grade inflammation (22), and also in naive and IFN-stimulated
mouse macrophages (23). Despite the research that has been con-
ducted, and the growing body of evidence of sexual dimorphism in a
variety of immune-mediated conditions, the mechanisms underlying
sexual dimorphism in the response to IFN remain to be elucidated.
Single-cell transcriptomics provide the framework to explore the

heterogeneity of the cells responding to IFN and to reveal how tightly
the transcriptional changes described at the cell population level are
coordinated at the single-cell level. Additionally, because the immune
response is a gradual and not a discrete process, studies at single-cell
resolution have the power to identify transient stages that might be
masked in the averaged signal studied in cell populations. Indeed,
several studies have explored the transcriptional responses to IFN at
the single-cell resolution in health (21), in viral infections (24�26)
(specifically COVID-19 [9, 27�32]), in SLE (33, 34), and in intestinal
epithelial cells (35). Nonetheless, none of these studies provides a
broad view of the developing response to IFN in different (sorted)
immune cell types of the same individual simultaneously, and, simi-
larly, most did not test for differences between sexes.
Our previous RNA sequencing (RNA-seq) studies analyzed the

response in vivo to IFN in several immune cell types and the under-
lying regulatory network in mice (7, 23), but the averaging of
responses inherent in bulk profiling left several open questions unan-
swered: 1) Do all individual cells within a given cell type actually
respond to IFN stimulation, and, if so, do they respond at the same
rate? 2) Does the integrated population-level response of a given
cell type represent the response of all cells, or do different cells acti-
vate different modules of ISGs that together comprise the prototypic
response? 3) Do the different ISG responses between sexes represent
different kinetics or amplitudes? To answer these questions and to
reveal cell-specific kinetics and regulatory modes, we conducted a
single-cell RNA-seq (scRNA-seq) study of three IFN-stimulated cell
types that present qualitatively different responses at the cell popula-
tion level (7). The three cell types were chosen as representatives of
the major lineages of immunocytes, namely, from the myeloid line-
age, peritoneal cavity macrophages, and from the lymphoid lineage,
splenic CD41 T cells and B cells.

Materials and Methods
Mice and IFN treatment

C57BL/6J 5-wk-old male and female mice (The Jackson Laboratory) were
injected i.v. with IFN-a or 100 ml of PBS. After 1 h, two mice of each sex
(one from the IFN group and one from the PBS group) were sacrificed.
After 2 and 3 h, one mouse of each sex in the IFN group was sacrificed
(Supplemental Table I). Data were collected in two independent experi-
ments (datasets A and B) for a total of eight male and seven female mice
(Supplemental Table I). Both datasets were generated with the protocol
described above, with the following differences: 1) the mice in dataset A
were littermates; 2) the dosage of IFN-a in dataset A was calculated rela-
tive to the mouse weight (0.27 ml/g), whereas for dataset B a uniform dos-
age (10 ml) was administered (Supplemental Table I); and 3) dataset B did
not include a female mouse at 2 h. Animal experimentation was approved
by the Harvard Medical School Institutional Animal Use and Care Com-
mittee (protocol IS00001257).

Cell preparation and sorting

From each mouse, CD4 T and B cells from the spleen and macrophages
from the peritoneal cavity were double sorted (Supplemental Table I). The
ImmGen SOP (https://www.immgen.org) for the 14-cell set preparation was

followed for CD4 T cells, B cells, and macrophages. Peritoneal cavity lavages
were harvested after euthanasia by i.p. injection and aspiration of 10 ml of
FACS buffer (phenol red-free DMEM, 2% FBS, 0.1% azide, and 10mM
HEPES [pH 7.9]). Splenic tissue was homogenized thoroughly through a
100-mm filter and centrifuged, and erythrocytes were lysed in ACK lysing
buffer (Lonza, 1 ml per spleen) for 3 min at 4◦C, centrifuged, washed, and
resuspended in FACS buffer. Hashtag oligonucleotides (HTOs) were used
to distinguish between mice of different sexes, injection types, and time
points (Supplemental Table I). Cells were stained and double sorted
according to the standard ImmGen 14-cell set; the second sort was per-
formed directly into a LoBind tube containing 5 ml of TCL buffer (Qiagen)
with 1% (v/v) 2-ME. Immediately after the sort, cells were kept on ice for
5 min, spun down, and frozen on dry ice. Cells were then pooled and pro-
filed by 10x Genomics 39 scRNA-seq.

scRNA-seq analysis

Downstream analyses were performed independently on the two datasets.
Reads were aligned to the mouse genome (mm10, GENCODE M25 release
[GRCm38.p6], https://www.gencodegenes.org/mouse/release_M25.html) using
CellRanger (10x Genomics) to obtain gene counts. The CITE-seq-Count pack-
age (36) was used to assign reads to HTOs. Gene and HTO counts were then
analyzed using Seurat v4 package (37). The HTODemux function was used to
assign HTOs to single cells to identify the studied time points after IFN injec-
tion (0, 1, 2, or 3 h) and the sex of the cell. For preliminary filtering, only genes
that were expressed by at least 10 cells and cells that expressed between 200
and 5000 or 200 and 7000 genes (datasets A and B, respectively) and <5%
mitochondrial genes were analyzed. Cells with two barcodes (doublets) or cells
with no barcode (negative) were eliminated from the analysis. For more details
about choice of filtering criteria, see Supplemental Note 1, section 2.

Data were normalized using NormalizeData and scaled using ScaleDate
(scaling was performed on all genes) functions of Seurat, with default param-
eters. The FindVariableFeatures function was used to identify the 2000 most
variable genes (“vst” method). Principal component (PC) analysis was per-
formed using the RunPCA function (with the identified variable genes).
Uniform manifold approximation and projection (UMAP) dimensionality
reduction was calculated on the first 15 PCs using the RunUMAP function.
To identify cell types, shared nearest neighbor and thereafter Louvain clus-
tering were performed on the first 15 PCs using the FindNeighbors and
FindClusters functions with a cluster resolution of 1.5.

Cell clusters were assigned to cell types according to the expression of
known cell type marker genes: macrophages: Icam2, Adgre1, Cd14; CD4
T cells: Trbc1, Trbc2, Cd4, Il7r; and B cells: Cd19, Ms4a1, Cd79a. Cells
that expressed the cell type�specific markers but also expressed prolifera-
tion markers (Mki67, Top2a), cells that expressed both B cell and T cell
markers, and CD4 T cells that also expressed a regulatory T cell marker
(Foxp3), NK markers (Klrd1, Klrk1, Nkg7), or CD8 T cell markers
(Cd8a, Cd8b1), or cells that were not assigned to one of the three cell
types were removed from the analysis. For more details see Supplemental
Note 1, section 1. Those clusters were not used for analysis other than cell
type assignment. After cell type assignment and filtering, 9,285 cells
expressing 15,764 genes remained in the analysis in dataset A, and 6,195
cells expressing 16,527 genes remained in dataset B. Normalization, scaling,
and dimensional reduction were performed again for the remaining cells as
described above (using the first 10 PCs). For downstream analyses after cell
type identification, the datasets were split (using subset function) by cell
type. Within each cell type, a second filtering step was performed, keeping
genes that were expressed by at least 10 cells. Only cells that expressed
between 500 and 5000 genes (macrophages) or 200 and 3000 genes (B and
CD4 T cells) in dataset A and between 1000 and 6000 genes (macrophages)
or 750 and 4000 genes (B and CD4 T cells) in dataset B were included in
the analysis. The 2000 most variable genes identified using the FindVaria-
bleFeatures function were used to calculate PCs. UMAP, shared nearest
neighbor (on the 10 first PCs for B and CD4 T cells and the 15 first PCs for
macrophages) and clustering (cluster resolution 5 1) analyses were per-
formed with the same functions as mentioned above. Small and distinct non-
typical cell clusters were attributed to sorting imperfection (not belonging to
the sorted populations of CD4 T cells, B cells, or macrophages) and there-
fore removed from analysis, and filtered data were then normalized and
scaled again with same parameters as before. Differentially expressed genes
(DEGs) were identified using the FindMarkers function from Seurat with
default values and filtered for genes with an adjusted p value of <0.05.

The data were produced in two batches (datasets A and B) that corre-
spond to two 10x runs, which were different in the number of reads per cell.
Thus, instead of batch correction, datasets A and B were analyzed separately.
Additionally, the same individual isogenic mice were used across the three
studied cell types, not showing any significant and consistent interindividual
variability that justifies a correction.
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ISGs

ISGs were previously defined by Mostafavi et al. (7) as genes upregu-
lated in at least 1 out of 11 studied cell types, with a >2-fold induction
and a positive false discover rate <0.1 (975 genes). Of those ISGs, 134
genes that were significantly upregulated after IFN stimulation in the
original study in the three cell types studied (macrophages, CD4 T cells,
and B cells) were termed in this study core ISGs. To overcome sparsity
and calculate an accurate cell-specific score, only the core ISGs that were
expressed above zero in at least 200 cells (of each cell type) in the current
study (dataset A) were included in the analysis as cell type expressed ISGs
(111, 99, and 92 genes in macrophages, CD4 T cells, and B cells, respec-
tively). To determine the level of the response to IFN in single cells, a
“response state” score was defined for each cell as the average expression
of the 90 shared ISGs between the three lists of cell type�expressed ISGs.
The shared and cell type�expressed ISGs were defined based on dataset A
(Supplemental Table II), and the same gene sets were used in dataset B.
The results were robust to the selection of the ISGs (Supplemental Note 1,
section 3). Comparisons between response state distributions were per-
formed with the “compare_means” function from ggpubr R package
(https://github.com/kassambara/ggpubr/), using a t test and the Holm method
(38) (default) for multiple comparison corrections.

Velocity analysis

The velocyto command line tool (Python implementation) (39) was used to
obtain counts of spliced and unspliced reads and to create a loom file. Reads
that mapped to multiple loci or mapped to repetitive elements (derived from
expression repeat annotation, as downloaded from UCSC, as described in the
velocyto user guide) were discarded. The loom file was then analyzed using
scVelo (40) with a generalized dynamical model. Metadata, cell filtering,
and UMAP calculation were taken from the Seurat analyses described above.
Only cells that passed filtering in the Seurat analysis (dataset A: 3292, 3118,
and 2282 cells in macrophages, CD4 T cells, and B cells, respectively; data-
set B: 1694, 2076, and 2272 cells in macrophages, CD4 T cells, and B cells,
respectively) and highly variable genes with at least 20 counts for spliced
and unspliced RNAs (dataset A: 1093, 714, and 683 genes in macrophages,
CD4 T cells, and B cells, respectively; dataset B: 1653, 1029, and 970 genes
in macrophages, CD4 T cells, and B cells, respectively) were retained for the
velocity analysis. Normalization, modeling of transcriptional dynamics, and
estimation of RNA velocities were performed using the “dynamical” mode
and default parameters in scVelo (40). Single-cell velocities were projected
onto the precomputed UMAP embedding from Seurat for visualization. The
length of the velocity vectors (given by velocity_length parameter) were
obtained from scVelo to describe the rate (or speed) of the transcriptional
changes throughout the response to IFN.

Data availability

All scRNA-seq datasets generated in this manuscript (datasets A and B)
have been deposited in the Gene Expression Omnibus under accession
number GSE242117 (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=
GSE242117).

Results
Single-cell resolution transcriptional map of early IFN response in
three immune cell types

Young adult male and female C57BL/6J mice were injected i.v. with
IFN-a or vehicle (control mice), and cells were harvested at three time
points, that is, 1, 2, or 3 h later. Cells were “hash-tagged” with DNA-
barcoded Abs (41) before purification by flow cytometry; this method-
ology was applied to enable the joint processing and analysis of all time
points, an important design approach that enables robust comparison of
transitional intermediates. Two independent experiments were per-
formed, with one dataset (dataset A) serving as the primary dataset and
the other (dataset B) providing replication (see Supplemental Figs. 1,
3�5). After scRNA-seq and data processing, cells belonging to each
population were filtered for singlets and the usual quality criteria
(excluding NKT cells, regulatory T cells, and proliferating cells) to yield
3292 macrophages, 3118 CD4 T cells, and 2282 B cells in dataset A.

Cell type�specific response to IFN

The cells of each of the three cell types formed an elongated blob
having distinct “start” and “end” regions following the application

of the UMAP (Fig. 1A, Supplemental Fig. 1A). UMAP projection
is based on dimensionality reduction (PC analysis) and allows the
visualization of the multidimensional gene expression data in two
dimensions, where each point represents a cell and neighboring cells
are transcriptionally similar. The cell types clearly differ in the
kinetics of their response to IFN. Macrophages from consecutive
time points occupied neighboring but distinct regions of the UMAP,
suggesting that all macrophages responded quasi-synchronously and
that their response was coherent and continuous over time. For CD4
T cells, the progression of the response was more heterogeneous,
although almost all of the cells eventually progressed to the end
region. The cells of 1 h after IFN exposure were widely scattered
throughout the UMAP space and almost equally distributed between
the regions occupied by untreated control cells (45%) and those
occupied by most CD4 T cells of 3 h after IFN exposure (55%). At
the 3 h time point, the CD4 T cells included a minor, but distinct,
proportion (8%) of cells that appeared to be refractory to the action
of IFN (in contrast to macrophages). The ∼300 regulatory T cells
that were set aside showed the same spread as the other CD4 T cells
(data not shown). B cells also displayed a heterogeneous progres-
sion; this progression was somewhat faster than that for CD4
T cells, as 82% of the 1 h B cells occupied the end region, with
fewer “laggards” than for the CD4 T cells. Here again, a small pro-
portion (5%) of nonresponder B cells was present at the 3 h time
point. The above-described differences in the heterogeneity of pro-
gression were formalized by computing a “response state,” based on
the expression of 90 ISGs induced in macrophages and CD4 T and
B cells in both Mostafavi et al. (7) and in the current data. In all
three cell types, the distributions of the response states at each time
point were in keeping with the UMAP projection, which was com-
puted using an independently selected set of the most variable
genes, and together the response states and the UMAP projection
indicated that the ISGs are representatives of the overall process
(Fig. 1B, 1C, Supplemental Fig. 1B, 1C). In addition, we observed
a significant decline in the response state between 2 h and 3 h only
in the B cells (t test, Holm adjusted p 5 5.2 × 10−14; Fig. 1B, 1C,
right). This decline was also observed in dataset B but did not reach
a significant level (Supplemental Fig. 1B, 1C, right). Thus, in
answer to our first question, by 3 h the vast majority of cells did
take part in the ISG response, with the exception of a small minority
of B and T lymphocytes, but with different kinetics for the different
cell types.

Negative regulation contributes to cell type�specific kinetics

It is possible that a faster negative regulation in B cells compared
with macrophages and CD4 T cells is responsible to the decline in
response between 2 and 3 h observed in B cells. To test this, we
compared the gene expression levels of three prominent negative
regulators of IFN response, Usp18, Irf2, and Soc1, throughout the
time points. The expression pattern of all three negative regulators is
consistent to that of the response state across stimulation time points
(Supplemental Fig. 2). Usp18 expression level increases in macro-
phages at least up to 3 h, but peaks at 2 h in CD4 T and B cells
(Supplemental Fig. 2A). Socs1 expression level peaks at 2 h in
macrophages and CD4 T cells, and at 1 h in B cells (Supplemental
Fig. 2B). Irf2 gene expression peaks at 2 h in B cells, but is still
upregulated between 2 and 3 h in macrophages and CD4 T cells
(Supplemental Fig. 2C). All three representative negative regulators
of the IFN response, which act through different target proteins, dis-
play an earlier peak in B cells, suggesting that the different kinetics
of the transcriptional response between the cell types is tightly regu-
lated by different kinetics of negative regulators.
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Single trajectory of response and correlation between response state
and rate

The above results provided snapshots of the response state of each
cell at the time of harvest. To estimate the rate at which each cell
evolved with respect to ISG expression and the trajectory followed,
we performed RNA velocity analysis, which exploits the ratio of

immature (partially spliced) to mature transcripts as a proxy for the
rate of transcription of selected genes and to infer cells transcrip-
tional trajectories (39, 40). For each cell type, when all time points
were treated together, a main trajectory led from control to 1 h and
then 2 and 3 h (Fig. 2A, Supplemental Fig. 3A); such a trajectory
was also observed when velocity vectors were calculated separately
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FIGURE 1. Cell type�specific dynamics of the response to IFN. (A) UMAP plot calculated for each cell type separately. For each stimulation time point
(top to bottom, 0, 1, 2, and 3 h after stimulation), only cells of the relevant time point are highlighted in color, and the other cells are shown in gray.
(B) Response state distribution of the cells at each time point. (C) Average response state per cell at each time point. For (A)�(C) shown from left to right:
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for each time point (Fig. 2B, Supplemental Fig. 3B); that is, at times
1, 2, and 3 h, all stimulated cells pointed in the same direction. We
then asked how these rates of progression related to the integrated
response state: Would high response states in some cells reflect a
higher rate, or would they instead show lower rates, indicating that
negative feedback was coming into play, as suggested by the upre-
gulation of negative regulators? Conversely, would apparent lag-
gards show correspondingly slow rates of response, or would they
“attempt to catch up”? Plotting the state versus rate estimates proved
illuminating in that it revealed a strong difference between cell types

(Fig. 2C, Supplemental Fig. 3C). For macrophages, a linear relation-
ship between state and rate at 1 h subsequently slowed down at 2
and 3 h, indicating that the rate of induction was the main factor
changing throughout the response. For T and B lymphocytes, the
early correlation was largely missing; instead, there was a negative
correlation between response state and rate (which was strongest at
2 h). These results, together with the expression pattern of represen-
tative negative regulators (Supplemental Fig. 2), suggest that the
limitation of ISG responses by negative feedback (4) comes into
play very rapidly in lymphocytes, but only later in macrophages.
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We noted a separation into two groups in macrophages, which was
clearest at baseline and at 3 h, where some of the macrophages had
an intrinsically higher rate. Differential gene expression analysis at
baseline and at 3 h showed that the same genes differed between
fast and slow rate macrophages at both time points (Supplemental
Table III). The differentially expressed genes included Myc targets
and cell cycle genes, which suggests that the subgrouping of mac-
rophages corresponds to inherently different states, not specifically
related to IFN responses.

Homogeneity of the IFN response transcriptional modules

To address our second question of whether all ISGs are similarly
induced in all cells, we searched for the existence of cell clusters
in which particular ISG modules were differentially expressed,
with focus on ISGs that were induced above a minimal threshold
in each cell type (Supplemental Table II). We observed a generally
coherent expression of ISGs in all cells of the same type at the
same time point, except for the quantitative variation in the inte-
grated response states described above (Fig. 3, Supplemental Fig. 4;
the refractory CD4 T and B cells were particularly noticeable as
darker columns in the heatmaps). The level of gene�gene correla-
tion varied between some groups of ISGs. However, the groups of
the more highly correlated genes were composed of the more
highly expressed genes, and no groups of cells with different
expression patterns were observed, thus suggesting that this gene

clustering is not due to different expression patterns but is affected
by the sparsity in lower expression levels. Thus, no distinct pat-
terns of ISG induction were identified as influencing cell clusters.
To test whether there is a cell type�specific heterogeneity arising
from genes that are not included in the shared list of ISGs used
above, we also evaluated the heterogeneity of DEGs between
control and 3 h after stimulation. Even though some DEGs were
previously defined as ISGs (7), no additional heterogeneity in gene
expression patterns was identified (Supplemental Note 1, section 4).
DEGs were enriched for the expected Gene Ontology terms such as
“defense response to virus” and “innate immunity.”
The coherent expression change of the ISGs suggests a shared

regulation. Out of the 90 shared ISGs used in the current study
(Supplemental Table II), 79 appear in the list of genes bound by
Stat2 in B cells induced by IFN (7), hinting at direct regulation by
the canonical ISGF3 complex.

Sexual dimorphism in the response to IFN

Finally, we sought to test whether the single-cell resolution would
provide a better understanding of the sexual dimorphism in the
response to IFN (21, 23). In our previous study involving 11 immune
cell types, macrophages showed the largest differential expression
between sexes, and the genes that were overexpressed in resting or
IFN-stimulated female macrophages relative to male macrophages
were highly enriched for the IFN pathway (23). Our scRNA-seq

Response state

HighLow0 3

Fold change (log2)

-0.7 0.7

Pearson’s correlation

B cellsCD4 T cellsMacrophages

1h
 IF

N
2h

 IF
N

3h
 IF

N

A B C

FIGURE 3. Response of ISGs is coherent among single cells. (A) Macrophages, (B) CD4 T cells, and (C) B cells at 1, 2, or 3 h after IFN stimulation.
Expression heatmap (left) and Pearson correlation coefficient matrix (right) of the ISGs in female cells of each cell type are shown. Cells (columns in the
expression heatmap) and ISGs (rows in the expression heatmap and rows and columns in the the correlation matrix) are sorted by clustering within each cell
type and time point. White-green bars above expression heatmaps indicate response state. For each cell type, only the ISGs that were expressed in >200 cells
were included: macrophages (111 ISGs), CD4 T cells (99 ISGs), and B cells (92 ISGs).
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datasets in the current study included both male and female mice
(with the exception that a technical failure resulted in no macro-
phages for male cells at the 3 h time point). Here again, macro-
phages showed the greatest sexual dimorphism, as demonstrated
by the distinct UMAP regions occupied by male and female
cells (Fig. 4A, Supplemental Fig. 5A). The sex differences were
reflected in 210 DEGs between sexes in macrophages before
IFN stimulation, and 389 DEGs at one or more time points after
IFN stimulation (Supplemental Table IV). In accordance with the
previously identified female upregulated DEGs in macrophages
(23), higher response states were observed in female macrophages
at all compared time points and also at intermediate time points in
female CD4 T and B cells relative to their male counterparts
(p< 10−5, Fig. 4B, Supplemental Fig. 5B). DEGs lists were
enriched for IFN response�associated genes, but no other func-
tional enrichment term was significant. Thus, the difference
between the sexes in terms of the response to IFN seemed to be
cell type�dependent and to be manifested primarily in the rate of

the response, that is, female cells responded faster to IFN in all of
the cell types tested.

Discussion
Type I IFNs are key mediators in a variety of immune processes, by
inducing expression of a set of ISGs (1, 5�7). In addition to the
antiviral and proinflammatory effects of type I IFNs, they are also
involved in the pathology of autoimmune diseases and hyperinflam-
mation (1�3, 31). To maintain a balanced immune response and
limit the level of inflammation, the response to type I IFN is tightly
regulated at multiple levels, including by some of the ISGs (9).
Although ISGs have been extensively studied in health and disease,
they were mainly characterized at the cell population level, and
regardless of sex (7, 14). Hence, there is not much known about
how these responses distribute among individual cells and between
males and females.
This study describes the response of individual immune cells

from male and female mice to IFN and provides clear answers to
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two main questions formulated at the outset of the study. ISGs did
indeed behave as a coregulated block, induced largely in concert in
all cells, and there was no evidence of heterogeneity in the response
of the induced gene modules or in the cells that induced them. All
cells of the same type appeared to follow a single trajectory along
transcriptional space. Distinct heterogeneity was, however, uncov-
ered in terms of kinetics, particularly for CD4 T and B cells, with
some cells reaching the maximal response state at 1 h, whereas
other cells only partially responded, or not at all. We also identified
minor, but distinct, subsets of CD4 T and B cells, which did not
respond to IFN at any time point. Mechanistically, it may be specu-
lated that these subsets comprise cells that reside in a shielded envi-
ronment not reached by the injected IFN (although the i.v. injection
route is expected to facilitate wide distribution of IFN-a, which is a
small protein) or that the IFN signaling pathway is disconnected in
some cells. From a functional standpoint, the missing antiviral state
in the IFN-refractory cells might prove to be a liability in terms of
the response to viral infection, but it might also lead to altered TCR
responses, given the known cross-talk between TCR and IFN signal-
ing (9, 42, 43).
The single-cell parsing also uncovered different dynamics between

the three cell types, which were taken from the same animals after
in vivo IFN stimulation. Macrophages showed the steadiest increase
in the response state up to 3 h. These observations are consistent
with reports in mice that monocytes express the highest ISG levels at
baseline and in response to IFN stimulation compared with other cell
types, including PBMCs (44) and bone marrow and spleen cells
(45). The response in CD4 T and B cells rapidly showed signs of
negative feedback, with a striking state/rate anticorrelation already
evident at 1 h. ISG expression in B cells even appeared to “head
back” at 3 h, in accordance with our prior kinetic analyses (7). Thus,
extrapolating from the current set of cell types, the response to IFN
appears to be less constricted in innate immunocytes than in adaptive
immunocytes.
It is becoming increasingly evident that sex is an important factor

in immune responses (15, 18, 19). Congruent with previous reports
of higher expression of ISGs in females following immune stimula-
tion (20, 21, 23), which was interpreted as a stronger response, the
current study shows that the response is faster in female cells in all
cell types. This difference in response rates can possibly contribute
to the faster clearance of infections in females. However, in the
peak points of the response of CD4 T cells (3 h) and B cells (2 h),
there is no significant difference between male and female cells,
suggesting that the amplitude of the peak response is the same in
both sexes. Because immune responses, in particular those to
viruses, are ultimately sensitive to small variations in the initial
steps of activation (in essence a chaotic process), it may be specu-
lated that sex differences at the onset of ISG induction ultimately
have an important impact on antiviral resistance.
In summary, our results serve to deepen the understanding of the

IFN response that was previously described in cell populations, in
terms of response heterogeneity, kinetics, and sexual dimorphism.
The distinction between stronger and faster in the early immune
response to IFN is crucial for the efforts to incorporate sex effect
into medical treatment, for example in determining sex-specific drug
administration protocols and dosage (46). These findings will thus
contribute to the study of IFN-mediated conditions and point the
way to possible exploitation of the IFN pathway in biological and
medical research.
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